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Matrix multiplication is of the utmost need and use in data processing. It has been used in a variety of applications including image processing and various types of data analysis, however substantial expansion of artificial intelligence and neural network technologies in recent years have made them primary contributors to the development of hardware matrix multiplication approaches. Vast research in this field have resulted in occurrence of specialized electronic integrated circuits for matrix multiplication, namely, application specific integrated circuits (ASICs), tensor processing units (TPUs) and neural processing units (NPUs), besides GPUs and field-programmable gate arrays (FPGAs) that have already been used for this purpose since the appearance of hardware acceleration concept [1]. Meanwhile, rapid progress in integrated photonics has also evoked outstanding opportunities for performing matrix multiplication on a hardware level with the use of light.

Variety of different approaches to realization of matrix multiplication in photonics can be classified into 4 principal groups:
1) mathematical matrix is represented as physical matrix of modulators: ring resonators or elements including phase change materials [2, 3] (Figure 1a);
2) mathematical matrix is factorized through singular value decomposition into a product of two unitary matrices and a rectangular diagonal matrix, which are further physically represented by the appropriate set of Mach–Zehnder interferometers and attenuators [4] (Figure 1b);
3) matrix coefficients are physically encoded into the specific geometry of a multimode interferometer (MMI) [5] (Figure 1c);
4) mathematical matrix is represented as physical matrix of attenuators but light propagates in free space out of the plane of a photonic chip in contrary to in-plane propagation in previous approaches – so called 3D approach [6] (Figure 1d).
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Figure 1. Approaches to photonic matrix multiplication
In this paper we review the latest research on realization of matrix multiplication in silicon photonics classifying them by approach into the aforementioned 4 groups, we briefly discuss the basic principles of these approaches noting their benefits and drawbacks, and report on our elaboration on the topic.
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