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Machine learning approaches are promising for the automated solution of various problems in photonics including inverse design of photonic crystals, image reconstruction, and finding optimal experimental parameters [1]. However, the flexibility of popular techniques such as artificial neural networks often comes at a large computational cost, due to the complexity of the underlying models. Moreover, it becomes difficult understand how the trained model works and when it may fail. These limitations motivate studies of explainable machine learning techniques based on easily-interpretable features of the input data.
Topological data analysis is a powerful approach for discovering robust nonlocal features of complex datasets which attracts growing interest in the physical sciences [2,3]. The approach taken by topological data analysis is to study the persistence of various topological features of the data (e.g. clusters and cycles) across a range of scales in order to infer its shape in a manner which is robust to noise. The most significant features persist over a wide range of scales. This information can be encoded in a persistence diagram which tracks the birth and death scales of the topological features. Persistence diagrams can then be used to construct feature vectors for various machine learning techniques.
In this talk I will provide a brief introduction to topological data analysis and some of its potential applications in photonics. First, I will show how persistent homology can be used to reliably quantify the abstract “shapes” of photonic band structures including their isofrequency contours and the winding numbers of the Bloch wave eigenstates, enabling the optimization of these features [4].
Second, I will show how topological data analysis can be used for the automated detection of topological features of experimental images from a large publicly-available dataset of Bose-Einsein condensate density images [5]. Using the identified features as inputs to simple supervised classification approaches such as logistic regression enables the rapid and reliable detection of dark solitons at a fraction of the computational cost of neural network-based approaches.
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